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At Pearson, we have made efficacy one 
of our company’s core values. Why? First, 
because it’s our mission to help learners 
make measurable progress in their lives. 
And second, we believe that when you use 
an education product you should have  
a clear picture of the learning outcomes  
you can expect, as well as an understanding 
of the results that others have had with  
that product in the past. In real terms,  
our commitment to efficacy means starting 
with learning products and services 
based on education research, developing 
a thorough understanding of how our 
products are used, making iterative product 
improvements, and generating valid  
and reliable claims about our products’ 
impacts on learner outcomes through 
evaluative studies. 

Although our commitment to efficacy 
spans all of our products and services, 
an ever-growing share of our portfolio is 
comprised of digital learning technologies. 
Understanding the efficacy of learning 
technologies brings its own challenges 
and opportunities. On the challenge side 
lies understanding, and accounting for, 
the variety of contexts in which a product 
might be implemented, given the profound 
effects that context has on impact. On the 
opportunity side lies the potential to use 
data to get “inside” learning in new and 
nuanced ways, which has the power to 
dramatically fast-forward our understanding 
of how people learn. 

An important part of our commitment 
to efficacy is sharing the best of what  
we know from education research about 
incorporating learning technologies into 
instruction, as well as the lessons we’ve 
learned thus far. The Pearson | SRI 
Series on Building Efficacy in Learning 
Technologies represents an important 
element of this work. We’ve partnered  
with the experts at SRI’s Center for 
Technology in Learning to produce this 
practical three-part series. In this, Volume 1, 
the authors helpfully contextualize the role 
of learning technologies within instruction, 
and draw out what we know thus far about 
the effectiveness of these tools. They then 
provide a step-by-step guide for identifying, 
planning, executing, and evaluating a 
learning technology in a school or school 
district. Subsequent volumes take on the 
critical issues of how data analytics can be 
used to improve learning technologies, and 
how to design learning technologies that 
appropriately capture actionable  
efficacy evidence. 

We hope that you will find this series useful, 
and that you will join us in our drive to build  
efficacy into learning technologies. The 
demand for accessible, affordable and 
effective education has never been greater. 
Through constant measurement and 
improvement, we have a real opportunity  
to make a positive impact and reach even 
more learners around the globe.

Sir Michael Barber
Chief Education Advisor, Pearson

Tim Bozik
President, Global Product, Pearson

Foreword
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Executive Summary
In one form or another, learning technology 
is now found in almost every school,  
college, and university. Yet instructors, 
education administrators, teacher trainers, 
and policymakers struggle to find objective 
guidance to help them identify effective 
learning technology products. They  
would like to have a trusted resource  
to answer the seemingly simple question, 

“What works?” 

This paper seeks to explain why this 
question is not so simple. We propose  
a reframing of the question into ones we 
can answer and that can lead to educational 
improvement. We will make a case for  
a systemic approach to learning technology 
implementation coupled with local iterative 
research to figure out what works for a 
particular education institution’s purposes, 
for their learners, and in their context. 

The Contentious Debate over  
Learning Technology Efficacy
Numerous studies demonstrate that many 
types of learning can be enhanced with 
appropriately implemented technologies. 
But there is also ample documentation 
of large-scale introductions of technology 
into classrooms that failed. The challenge 
for policymakers and educators is to figure 
out how to select appropriate learning 
technologies and implement them in  
ways that consistently produce positive  
learner outcomes. 

This paper is the first in a series of three 
dealing with this efficacy challenge. We will 
treat the concept of efficacy in learning 
technologies in its broadest sense--
encompassing issues of learning technology 
design and development, product selection, 
implementation, evaluation, refinement, 
and claims about impacts on learners.

Implications for Learning  
Technology Implementations
These five insights have significant 
implications for efforts to introduce 
technology into instruction. The systemic 
nature of teaching and learning suggests 
that it will be necessary not only to identify 
an appropriate learning technology product 
or resource, but also to plan for the ways 
in which instructors and students will 
be changing their roles and routines to 
incorporate the technology and achieve 
coherence between technology-based 
activities and other aspects of instruction. 
This paper describes a series of mutually 
dependent steps in this undertaking:

Identifying promising technology tools and 
resources that match the goals and context 
for the innovation, 

Planning the multiple parts of the 
innovation as students will experience it 
and the supports needed for students and 
instructors to be able to implement the 
innovation as intended, 

Implementing the multiple parts of the 
intervention as specified in the plan, 

Evaluating data to reveal how the 
innovation is being implemented and 
whether the innovation is having the 
desired impacts on student outcomes. 
Ideally, evaluation data are used to refine 
the technology implementation model (and 
sometimes the technology product itself) 
for future iterations of the intervention (i.e., 
cycling through the steps again, starting 
with the second step). 

The starting point for our argument is  
a systemic conception of learning 
technology implementation. Instruction 
should be understood as a phenomenon 
that emerges from the interactions among 
educators, students, and content. This 
complexity and interdependence is no less 
true when learning technology becomes 
part of the mix. Learning outcomes are 
shaped by the prior knowledge and actions 
of students and educators as well as by 
the quality of the technologies and other 
instructional materials they are given  
to work with.

Lessons from Research on the 
Effectiveness of Learning Technology
The number of controlled studies 
measuring the impact of learning 
technologies has increased markedly  
over the last decade. This body of  
research yields five important insights:

•   Finding disparate results for a given 
learning technology product implemented 
in different settings is more common  
than not. 

•   It’s rarely possible to disentangle the 
impact of a learning technology from the 
effectiveness of the overall instructional 
system in which it is embedded.

 
•   Whether use of a digital learning product 

appears “effective” in a given setting 
depends on the purpose and goals that 
educators have for using technology  
in their classrooms.

•   Even learning technology products 
designed for independent use are 
experienced differently depending on  
the nature and level of supports that 
students receive.

•   When it comes to achieving learning 
impacts from a complex technology-
enabled change in instruction, time  
will often be needed to iterate and  
learn from early experiences. 

An Improvement Science  
Approach to Evaluation
Improvement science offers a set of tools 
and practices for systematically reflecting 
on processes and outcomes, trying out 
potential refinements, and measuring 
the resulting outcomes. This approach is 
particularly useful for efforts to achieve 
major educational transformations using 
technology. In evaluation research that 
incorporates improvement science, each 
round of process and outcome data 
collection feeds into analysis and reflection 
activities that result in refinements to 
the implementation model for the next 
iteration with a new group of students. 
Improvement science practitioners 
highlight four considerations:

•   Focus on the important problem to be 
solved. Before engaging in improvement 
cycles, a group must agree upon a clearly 
stated long-term goal (e.g., increasing the 
proportion of students earning Advanced 
Placement credit) and a measure that can 
capture progress toward that goal (e.g., 
scores of 3 or better on the Advanced 
Placement examination).

•   Attend to leading indicators. Because 
long-term outcomes take time to emerge, 
improvement efforts need to describe and 
track initial and incremental outcomes. For 
example, if we adopt a blended learning 
program, we might not see test scores 
improve in the first semester, but a more 
immediate outcome could be the changes 
in the teaching practices the program is 
supposed to catalyze.

•   Success requires more than the software. 
As we have described, other essential 
ingredients of implementation include 
articulation of the new practices expected 
of educators and provision of supports 
for educators to learn them. One or more 
improvement cycles might, for example, 
attend to the design of the professional 
development that instructors receive as 
part of the initiative or the removal of 
barriers to adopting new practices.
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•   Consider the use of system data. Many 
learning technology systems provide a 
wealth of data about student learning 
paths and behaviors as well as tracking 
outcomes. Thoughtful incorporation of 
these data into improvement cycles can 
help instructors identify issues such as 
cases where students are not engaging 
with the learning software frequently 
enough to attain their learning goals. 

Evaluating Impacts
Large-scale interventions affecting major 
portions of the core curriculum and 
requiring considerable investments of time 
and money often come with requirements 
for producing evidence of impact. Education 
decision makers for both schools and 
colleges should keep in mind some key 
points about impact studies:

•   Credible impact research requires use  
of a comparison or control group and  
of a common student outcome measure. 
Impact studies need to have an objective 
learning measure common to the 
treatment students (experiencing the 
technology-supported intervention)  
and an equivalent comparison group. 

•   The best way to establish equivalence 
between treatment and comparison  
groups is to randomly assign students, 
instructors, or schools to treatment  
and comparison conditions.

•   Alternatives to random-assignment 
experiments, which are sometimes 
necessary for practical reasons, can 
be credible if they do a good job of 
demonstrating the equivalence of 
treatment and comparison groups before 
the introduction of the intervention.

•   Comparison of outcomes across 
conditions can tell you if the use of a 
technology-supported instructional system 
had an impact on learner outcomes, but 
not how or under what conditions.

3.  To achieve and sustain meaningful 
improvements in learning outcomes, 
schools and colleges should measure, 
evaluate, and refine their instruction--
repeatedly. Improved outcomes from 
blended learning do not arise in one  
swift act, but rather emerge from 
sustained efforts to improve and 
refine instructional practices over time. 
Educational organizations should take 
advantage of data for ongoing analysis  
of what's working well and what is not  
in order to refine their technology-
supported instruction.

Conclusion
This paper offers three important  
lessons for education leaders:

1.  Efficacy is not a feature of a learning 
technology product per se. Products 
can and should be designed to leverage 
what we know about how people learn, 
but the learning technology product 
is always just one component of a 
broader learning experience. Efficacy 
emerges from the interactions between 
students, instructors, and learning 
activities in particular contexts. When 
researchers find an effect for some 
intervention incorporating a learning 
technology product, the treatment being 
evaluated almost always includes multiple 
components, such as teacher practices 
related to the learning technology, 
even if those practices were not well 
documented and acknowledged.  
Thus, the measured impact was really 
for the product as implemented 
by educators in a particular setting 
or settings as part of this broader 
constellation of practices. For this 
reason, the measured impact must be 
understood as arising from the interplay 
among the product’s features, educator 
practices, and student behaviors. 

2.  Education leaders should take 
responsibility for supporting changes in 
instruction to get positive outcomes from 
the incorporation of learning technology 
products. When learning outcomes 
improve, it’s almost always because 
core teaching and learning practices 
have changed. New core instructional 
practices only emerge when educators 
take responsibility for what's working 
and what's not, making changes to how 
they teach and how their students learn. 
Organizational supports for teacher 
learning and changes in practices  
are essential when attempting to  
make learning technology a core  
part of instruction.
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Introduction
What Do We  
Mean By Efficacy?
A commitment to 
building efficacy in 
learning technologies 
means developing 
quality products and 
services based on 
education research, 
understanding how 
the products are 
used, making product 
improvements, and 
generating valid and 
reliable claims about 
the products’ impacts 
on learner outcomes.

Learning technology is at a crossroads. Research has 
demonstrated the potential of digital technologies to enhance 
learning. But we know, from experience, that technologies 
designed to enable learning have frequently failed to live 
up to that potential, falling short of the expectations of 
parents, teachers and education leaders. Regardless, digital 
technologies are affecting what and how we learn, and we 
need to figure out how to make them work better and more 
consistently. This imperative is especially strong in light of  
the millions of learners who either struggle when exposed  
to conventional instruction or who lack access to any kind  
of instruction on the advanced skills needed for today’s  
global economy. 

Given this reality, how do we build beautiful, useful educational 
technology that not only does “what we want it to do” in terms 
of functionality, but also generates evidence about whether it 
works for the reasons we think it should, helps uncover new 
insights into learning processes, exposes learning bottlenecks, 
and overall drives continuous improvement both in the 
technology and in learning and teaching?

This paper is the first in a series of three on the topic of  
building efficacy in learning technologies. Here in Volume 1,  
we first lay out our argument that any learning technology 
must be understood as just one part of an instructional 
system, not as a learning intervention unto itself. We then 
review what research tells us about the effectiveness of 
learning technologies, and make recommendations for 
identifying, planning, implementing, and evaluating learning 
technologies. Volume 2, will highlight examples of effective use 
of data analytics to improve learning technologies. Volume 3 
will provide a roadmap for building the capability to capture 
actionable learning data into learning technologies from the 
start. Our reasons for assembling this series are twofold: one, 
to make the case for the importance of collecting empirical data 
so that we can make sound judgments about the impacts of 
digital learning products in teaching and learning. And two, to 
provide a useful toolkit to teachers, school leaders, developers, 
and anyone else who has a vested interest in leveraging 
technology for the improvement of learning and teaching,  
now, and in the future.
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The Promise…  
And the Detractors…
The promise of digital technologies in 
education was well-captured in the seminal 
review of learning science research,  
How People Learn, in which the authors 
described education technologies that:

•    Engaged real-world problems as  
a context for learning; 

•    Scaffolded portions of complex  
tasks and tools such as simulations  
and visualizations to support  
deeper learning;

•    Provided opportunities for feedback, 
reflection and revision;

•    Supported communications 
infrastructures for local and global 
communities of learners; and 

•    Expanded opportunities for  
educator learning.1

Now, nearly 20 years later, technology is far 
more powerful, accessible and ubiquitous 
in our society. The emergence of the social 
web and mobile computing as well as much 
more powerful immersive environments 
including multi-player online games and 
virtual worlds offer new promise for putting 
into practice conditions that research has 
shown enhance learning, including:

•    Harnessing social aspects of learning, 
including collaborative learning; 

•    Tailoring learning content to individuals’ 
prior knowledge, proficiency levels,  
and interests; 

•    Stimulating deeper learning that leads  
to retention and application in new 
contexts; and 

•    Empowering learners as producers  
and creators.

Moreover, people have shown that they are 
interested in using technology to learn new 
things in a new way. 

Hundreds of thousands have signed up 
for the most popular massive open online 
courses (MOOCs).2 Teachers access a wealth 
of online materials for lessons or professional 
development. Khan Academy is a global  

“go-to” math resource for students. Estimates 
of worldwide investment in educational 
technology topped $7 billion in 2016.3  
One initiative in this space the technology-
driven "AltSchool" network of micro-schools, 
has received hundreds of millions of dollars  
in philanthropic and venture capital.

At the same time, headlines have been 
made by failed adoptions of large technology 
hardware purchases or continuing 
connectivity issues.4 Meanwhile, the recent 
OECD report, Students, Computers and 
Learning: Making the Connection, set off a 
firestorm of anti-technology headlines when 
their data showed that increased student 
computer time was not associated with any 
improvement in PISA scores.5  

(For more information, see box below.)

Faced with a dizzying array of new 
technologies, digital learning content,  
and instructional approaches, instructors, 
education administrators, teacher trainers, 
and policymakers seek objective guidance 
in identifying effective products. They would 
like to have a trusted resource to answer the 
seemingly simple question, “What works?”

Students, Computers and Learning
The OECD analysis of PISA score trends in reading, 
mathematics, and science found no improvement  
for countries that had invested heavily in technology 
for their schools. However, more fine-grained 
analyses in the same report showed that teachers 
using more student-centered practices, such as 
focusing on formulating and solving real-world 
problems, also used computers with their students 
to a greater extent. As a whole, the report suggests 
that associations with achievement vary depending 
on the way that technology is used and that schools 
investing in hardware need to invest also in teacher 
training and support.

This paper seeks to explain why this 
question is not so simple and proposes  
a reframing of the question into one we  
can answer and that can lead to educational 
improvement. We will make a case for a 
systemic approach to learning technology 
implementation coupled with local iterative 
research to figure out what works for a 
particular education institution’s purposes, 
for their learners, and in their context.

What We Know So Far
Researchers seek to separate fact from 
fiction, identifying what can be claimed  
by technology, what is needed to evaluate 
those claims, and what approach is  
needed to create an environment where 
technology supports the improvement  
of learning outcomes. 

In order for educators to be able to 
use technology to deliver education 
improvement, we need to move away 
from the seemingly simple question, 

“What works?” and towards a more 
systemic approach of learning technology 
implementation and evaluation.

Although learning technologies can certainly 
be of higher or lower quality, they can in  
no case be thought of as self-contained 
silver bullets ready to remedy educational 
ills and raise student achievement. As Fullan 
and Donnelly argued in Alive in the Swamp: 
Assessing Digital Innovations in Education, 
and Luckin and colleagues elaborated in 
Intelligence Unleashed: An Argument for AI  
in Education, any digital innovation 
in education must be understood, 
implemented, and evaluated as part  
of a larger instructional ecosystem that
includes pedagogy and system change 
efforts involving teachers, learners,  
and parents.6

The components of that system,  
and the interactions among them,  
will shape what instructors and students  
do with technology and thereby the student  
learning outcomes—or lack thereof— 
that follow from the blending of digital  
and instructor-led instruction. This 
systems view of instruction has profound 
implications for research on the impacts 
of learning technology. It means that local, 
iterative research is needed to figure out 
what works for a particular education 
institution’s purposes, for their learners, 
and in their context. In our experience,  
it is important to consider questions about 
the social and instructional context within 
which the learning technology is being used, 
such as:

•    How much time is spent in instruction  
on and off the technology?

•    What is the content of other educator-led 
instruction on the same topics and its 
alignment with the digital learning activities? 

•    How do instructors introduce  
the technology to their students and 
support students as they work with it?

•    What is the students’ interpretation  
of the technology’s content?

•    What is their perspective on what  
they can gain from working with it?
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Understanding Instruction
Instruction should be understood as an activity dependent  
on the inter-relationships among educators, students,  
and content.7 The content--the material to be learned —  
is typically embodied in instructional materials including,  
but not limited to, digital learning resources.

By implication, and importantly, a learning technology product 
by itself is not an instructional intervention — learning outcomes 
are shaped by the prior knowledge and actions of students and 
educators as well as by the quality of the technologies and other 
instructional materials they are given to work with, as illustrated  
in Figure 1. From this perspective, it makes little sense to talk about 
measuring the learning impacts of a technology out of context. 
What we can measure is the impact of a broader instructional 
intervention that includes not only the technology but also 
whatever changes to instructor practices and student  
experiences accompany the introduction of that technology.

Fig. 1 The components of an instructional intervention.

Policy Context | Community Context

School Context

Classroom Context

Learners
Individuals            Peers

Instructional Materials
Non digital            digital

Instructor

Learner goals

With this paper, we first set the record 
straight, looking at the implications of past 
research on the concept of technology 
effectiveness. Specifically, we find that the 
research shows that, although learning 
technologies vary in quality and the amount 
of evidence for their use with interventions 
that enhanced student outcomes, there’s no 
such thing as a stand alone “100% effective” 
learning technology product or product type.

When researchers find a positive effect  
of using a learning technology product,  
what they are really seeing is the effect  
of the combination of the multiple 
components of instruction on a particular 
outcome. This effect comes from a blend 
of contributions including the product’s 
capabilities, the educators’ practices,  
and the students’ activities with and 
without the technology. This is not to 
say that education research findings can 
never be generalized. But it is to say that 
a documented impact must be attributed 
to the constellation of resources and 
practices present in the intervention. 
The nature of the learners, teachers, and 
measured outcomes in the study need to 
be considered when drawing implications 
for the likely effectiveness of a technology-
supported intervention in other settings. 

Next we will look at what we have learned 
about what works, showing that getting 
consistently positive impacts from learning 
technology requires attending to the multiple 
aspects of the instructional system.

When learning outcomes improve 
substantively, it’s because the core  
of teaching and learning have changed.  
New core instructional practices emerge  
at scale only when education leaders  
and instructors take joint responsibility  
for identifying their desired outcomes  
and implementing a change in practices  
that is comprehensive enough to get  
better outcomes.

What does this look like in practice?  
This kind of deep change will almost always 
require articulating new roles for the various 
actors who will put the innovation into place 
and support it, addressing issues of teacher 
learning, and aligning new content with 
student and instructor practices, as well as 
making sure these new roles and practices 
are not undermined by continuing more 
familiar instructional activities.

Finally, to achieve and sustain meaningful 
improvements in learning outcomes, education 
systems should measure, evaluate, and refine 
instruction, and the role of technology within 
that system, repeatedly.

Outcomes from complex educational 
innovations do not arise in one swift  
act. Instead they emerge from routinized, 
sustained efforts to improve and refine 
instructional practices, as well as the 
support systems for executing those 
practices. Education systems can take 
advantage of learning system data as part  
of their efforts to analyze what's working 
and refine their implementations of 
technology-supported innovations to 
iteratively achieve improvements in  
learning impacts.
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Understand: 
What research 
tells us about  
the effectiveness 
of learning 
technologies
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There are five overarching lessons  
from the research, each of which  
we will discuss in turn:

1.    Finding disparate results for a given 
learning technology product is more 
common than not.

2.    It’s rarely possible to disentangle the 
impact of the learning technology 
from the effectiveness of the overall 
instructional system in which  
it is embedded.

3.    Whether use of a digital learning product 
appears “effective” in a given setting 
depends on the purpose and goals that 
educators have for using technology  
in their classrooms.

4.    Even learning technology products 
designed for independent use are 
experienced differently depending  
on the nature and level of support  
students receive.

5.    When it comes to achieving learning 
impacts from a complex technology-
enabled change in instruction, time will 
often be needed to iterate and learn  
from early experiences.

Finding disparate results for a given 
learning technology product is more 
common than not.
Given that a learning technology product 
can be used in very different ways in 
different classrooms and settings, we 
should not be surprised if learning gains 
associated with a product are substantial 
in some situations but small or even non-
existent in others. Figure 2, for example, 
shows the estimates for school-level 
learning impacts for five first-grade reading 
software products included in a large-scale 
experimental evaluation of reading and 
math software.8 

Impacts are shown as effect sizes, and those 
above the zero-line are cases where students 
in classrooms using the software had better 
reading achievement scores than students 
in other classrooms in the same school that 
did not use the software. Letters below the 
line represent cases where achievement was 
better for control classrooms. 

Each letter (A, B, C, D, E) represents a 
different product. The important thing  
to note is that none of these products  
had consistently positive or consistently  
negative impacts across schools. Results  
for the other 11 reading and software 
products tested as part of the study  
were similarly diverse.

Letters indicate  
products, and each  
point represents  
a school.
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Note: Statistical significance of average effect sizes cannot be inferred from  
the figure because a student and teacher sample sizes differ between schools. 

Fig. 2 School-Level Effect Sizes by Product, 
First Grade (SAT-9 Reading Score) 

What Do We Mean  
By Effect Sizes? 
An effect size is 
a measure of the 
difference in average  
performance of two 
groups in standard 
deviation units. An 
effect size of +0.5 
would mean that 
the treatment group 
average was one half 
a standard deviation 
higher than the control 
group average, which is 
equivalent to scoring at 
the 69th percentile  
rather than the  
50th percentile.

Source:  
Dynarski et al., 2007.
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It’s rarely possible to disentangle the impact of the  
learning technology from the effectiveness of the 
overall instructional system in which it is embedded.
When we measure student outcomes resulting from blended 
models, we’re really measuring the impact of a broader learning 
system. This will include an educator’s instruction and actions – for 
example, explaining how activities within the learning software 
relate to other things the class has already learned or providing 
coaching for students as they use the learning technology. It will 
also include the interactions between students’ past knowledge 
and the content of the learning software as well as the interactions 
between students and the learning technology per se.

If learning outcomes should be attributed to this broader 
constellation of educator and student activities as well as to the 
support that technology affords, we need to include those human 
activities in our conceptualization of what it is that proves to be 
effective or ineffective.

An example is provided by the Rocketship approach to instruction. 
Rocketship Education is a charter school network well known for 
its extensive use of learning technology and individualized student 
“playlists.” Rocketship students spend a considerable portion of 
their school day in learning labs, working with online math and 
English-language arts software. In addition to the learning labs, 
other important components of Rocketship’s instructional system 
include regular classroom instruction emphasizing small-group 
collaborative learning and extended school days. In addition, 
struggling learners, identified during weekly staff reviews of 
student performance data, receive daily one-on-one and small-
group teacher-led tutoring sessions during lab time. When we 
studied Rocketship’s personalized instruction model, we found that 
students in the Rocketship elementary schools participating in our 
research did quite well on California’s state achievement tests.

The predominantly low-income students in these schools 
performed at levels similar to those of students in schools that 
serve affluent communities.9 But, given the complexity of the 
Rocketship instructional model, it would not be appropriate  
to attribute these achievement outcomes solely to the software 
products used in the schools’ learning labs. In theory, you could 
systematically strip away each aspect of the Rocketship model one 
by one to ascertain the point at which student achievement falls  
to more typical levels, but educators have little incentive to  
do so. The various components of the Rocketship model appear  
to work together as an instructional system that prepares students 
for state testing. The Rocketship model is better described as  
a technology-enabled instructional model rather than as  
a technology intervention.

Whether use of a digital learning 
product appears “effective” in a given 
setting depends on the purpose and  
goals that educators have for using 
technology in their classrooms.
Educators have many different goals for the 
technology they bring to their classrooms. 
They may view it as a way to introduce a 
spark of excitement to the learning process, 
individualize the content each student is 
exposed to, or enable flexible classroom 
management routines that enable them 
to work with small groups of students.10 
Before answering the question of whether 
a technology-supported intervention was 
effective, one must ask, “Effective at  
doing what?”

For example, in an SRI study of 23 
implementations of nine adaptive 
learning software products in 14 
colleges and universities, instructors 
in the treatment condition used these 
digital learning resources in many 
different ways and for quite different 
purposes.11 In some courses the software 
was used as a practice environment for 
mathematics skills that had been taught 
in class; in some the software provided 
the core course curriculum; some used 
adaptive software tools to help students 
memorize the specialized vocabulary 
needed in the course; elsewhere the goal 
was to enhance students’ independent 
study skills or to help instructors monitor 
student progress. Each college and 
instructor found a way to employ adaptive 
learning software, with implementation 
model choices influenced both by the 
college’s institutional mission and by the 
instructors’ instructional philosophy 
and conceptualization of the curriculum.

 

As a result, even when different instructors 
and students used the same adaptive 
learning software product, different impacts 
were observed across colleges and courses, 
just as seen in Figure 2 for first-grade 
reading software. Most instructors reported 
that the adaptive learning software they 
had worked with enhanced their instruction 
and their students’ learning in some way, 
but those ways differed depending on 
the implementation model, and objective 
evidence of learning impacts was often 
lacking. Some of the colleges found 
evidence that student learning gains were 
larger with the software than in versions  
of the course without adaptive software,  
but most did not assemble the kind of data 
that would enable them to make this  
kind of determination.

When the purpose, context, and use  
pattern for the technology are this different 
in different classrooms, average learning 
gains across classrooms may provide 
little insight. To make sense of student 
outcomes, we must understand the 
intended outcomes and the actual roles  
of the learning technology in instruction  
in each implementation.

Even learning technology products 
designed for independent use are 
experienced differently depending 
on the nature and level of supports 
students receive.
Although the interdependence of the 
multiple aspects of instruction is perhaps 
most obvious in blended learning situations, 
we believe it pertains to fully online learning 
contexts as well. Students’ success in online 
courses depends not only on the design of 
the course, but also on the types and quality 
of supports available to help students stay 
motivated and make adequate progress 
within the course. For example a study 
of 23 community college courses by the 
Community College Research Center found 
that the level of interpersonal interaction 
in a course was the strongest predictor of 
student grades. These supports are even 
more critical for the success of students  
who are struggling.12 
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Although the bulk of research on best 
practices in the implementation of online 
courses is observational and lacking in 
rigorous experimental designs, there is  
a growing consensus that certain scaffolds 
must be in place to ensure student success 
in online courses, especially for vulnerable 
learners.13 Most successful online learning 
programs institute at least two layers  
of support:

•    Remote monitoring and support by  
an online instructor, and 

•    Regular in-person check-ins with an 
instructor or counsellor responsible  
for the students’ academic progress.

 
An instructor we interviewed during a visit 
to an online public university, for example, 
described how she leverages information 
she gains from the course software to tailor 
the supports she provides to her students. 
She goes into the instructor dashboard most 
days to see how both individual students 
and the class as a whole did with the 
software’s practice exercises and formative 
assessments for the preceding day. She uses 
this information in deciding what concepts to 
focus on during her next synchronous online 
class and to recommend additional learning 
resources to individual students who are 
having difficulty with a certain problem type. 
She has even initiated Skype sessions with 
students to walk them, step by step, through 
problems they’re having trouble with. 

Some successful programs have added 
an additional layer of support at the 
pre-enrollment and enrollment stage 
by assessing students’ readiness to take 
online courses, and providing individual 
counselling on course expectations 
and orientation programs to familiarize 
students with the instructional experience, 
navigation, and the courseware’s various 
features including built-in learning supports. 
Researchers have found that attending  
an in-person orientation session for an 
online course is associated with a higher 
likelihood of succeeding in that course.14

Other programs have attempted to leverage 
the power of peer support by organizing 
regular opportunities for students enrolled 
in the same online courses in the same 
locality to physically meet with their peers. 
MOOC providers have been encouraging 
face-to-face “meet-ups” of students taking 
on of their massive online courses who live 
in close proximity to each other.

Absent a serious commitment to providing 
extra support for students enrolled in online 
courses, institutions and schools thinking 
about adopting online courses as part of 
their instructional offerings should not 
expect consistently successful outcomes, 
even when the course itself is well-designed 
and has been shown to be effective in 
supportive instructional settings.

When it comes to achieving learning 
impacts from a complex technology-
enabled change in instruction, time  
will often be needed to iterate and  
learn from early experiences.
Instructional systems are complex and 
changes to these systems tend to happen 
slowly. The adoption of digital learning 
products often requires a fundamental 
change in the instructional environment 
and in the roles of instructors and students 
in the learning process. The greater the 
change in these roles for instructors and 
students, the more time will be needed  
for them to adopt and become proficient  
in their new roles.

As an example, we draw upon a recent  
study of Cognitive Tutor Algebra I—a  
blended learning curriculum that uses 
adaptive technology to simulate a human 
tutor and that requires teachers to adopt 
new ways of teaching.15 The Cognitive  
Tutor curriculum involves students’ use 
of the intelligent tutoring software for 
two days a week; three days are spent in 
complementary teacher-led collaborative 
learning activities. A two-year randomized 
controlled study of Cognitive Tutor  
Algebra involving 147 middle and  
high schools across seven states found 
positive effects on academic achievement  
for students in some classrooms assigned  
to use the curriculum. However, the results 
are nuanced. The researchers found 
significant impacts on achievement for 
students in high school but not middle 
school, and only after the second year of 
use by the teachers. The findings of this 
study highlight the importance of setting the 
proper expectations and taking a long-term 
approach to assessing the effectiveness  
of new adoptions of learning technologies. 

Rather than being experienced immediately, 
the benefits of changing teachers’ practices 
and linking adaptive technology-based 
practice with teacher-led collaborative 
learning may emerge over the course  
of multiple semesters or school years.  
The benefits will only occur after teachers 
and students adapt to their new roles and 
the necessary institutional supports for 
new practices are in place. The greater the 
change from standard practice required by 
the new approach, the longer it is likely to 
take for potential benefits to be manifested.
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Implement: 
Using learning 
technologies 
effectively
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Research shows that instructional innovations must be multi-
faceted – that is, they must take into account the whole ecosystem 
in order to affect core teaching processes and learner outcomes. 
This means it will be necessary not only to identify an appropriate 
learning technology product or resource, but also to plan for the 
ways in which instructors and students will be changing their 
roles and routines to take into account the relationship between 
technology-based activities and other aspects of instruction. 
Below we consider four mutually dependent phases of this activity: 

1.    Identifying promising technology tools and resources that  
match the goals and context for the innovation,

2.    Planning the multiple parts of the innovation as students will 
experience it and the supports needed for students and 
instructors to be able to implement the innovation as intended, 

3.    Implementing the multiple parts of the intervention as specified  
in the plan, and

4.    Collecting and evaluating data to reveal how the innovation is 
being implemented and whether the innovation is having the 
desired impacts on student outcomes. Ideally, evaluation data 
are used to refine the technology implementation model  
(and sometimes the technology product itself) for future 
iterations of the intervention (i.e., cycling through the steps 
again, starting with Step 2).

Identify: Finding  
the right learning 
technology is itself  
a complex process
If it’s unrealistic to expect to find a list  
of learning technologies that can be 
implemented in turnkey fashion and 
“work” every time, what do educators 
and education administrators need to 
do to maximize the likelihood that their 
investments in technology and technology-
supported learning innovations will yield 
the results they’re looking for? Below we 
present a series of questions that should  
be answered.

What is your goal for student learning?
Learning technology selection starts with 
understanding the student outcomes you’re 
trying to achieve and the kinds of learning 
those outcomes entail. The best place to 
start is by articulating the nature of the 
learning challenge you’re trying to address 
and how you would know whether students 
have made progress with respect to that 
challenge. This analysis has to be at a 
deeper level than “improving achievement” 
or “raising test scores.” For example,  
your challenge might be:

•    Helping students who are struggling  
with algebra because their basic math 
skills are weak 

•    Improving academic writing by instructing 
students in reading comprehension 
techniques or in analytic reasoning, 
depending on their individual needs 

•    Moving students who have learned  
how to compute a variety of different 
statistics to the next level where they  
know which statistical test to use when 
given a novel problem

Often, education institutions have some 
form of data they can use to help diagnose 
the source of student difficulties, but the 
time for analyzing and reflecting on such 
data and the expectation that instructors  
will do so are lacking. Opportunities for 
groups of educators teaching the same 
subject to spend time together reviewing 

student work and performance on 
assessments in detail can provide informed 
hunches regarding the sources of student 
difficulty.16 In addition, the research 
literature on learning in specific content 
areas (e.g., mathematics, writing, physics) 
for specific kinds of learners (e.g., college, 
English learners, young children) can help 
provide guidance for this exploration.

Part of this goal clarification process 
is making sure you’re clear about your 
priorities for student outcomes. It’s difficult 
to optimize outcomes if you don’t have a 
rationale for prioritizing them. Some kinds 
of learning experiences are best for helping 
students move quickly to retention of 
content in the short term, while different 
kinds of learning experiences produce 
superior ability to apply what has been 
learned in new contexts.17 Mastery learning 
approaches, in which each student spends 
as much time on each learning objective 
as needed to reach a proficiency criterion, 
typically lead to higher scores on end-of-
course examinations but lower rates of 
credit accumulation per academic term 
(because some students need more than  
a single term to reach  
the mastery criteria).18

What instructional designs support  
the learning goals you have 
targeted?
Once the most important learning goals 
motivating the adoption of technology 
have been clarified, the next step is 
classifying those goals in terms of the 
type of learning involved. Different 
instructional designs are conducive to 
different learning outcomes.19 For example, 
direct instruction (“telling”) is generally 
more efficient in enabling recall of factual 
content while exploration followed by 
guided problem solving is more conducive 
to knowledge transfer.20 Acquiring skills 
such as arithmetic computation or fluent 
reading is facilitated by extensive practice 
on those skills with immediate feedback, 
as well as speeded practice (i.e., with time 
limits) at later stages of skill acquisition.21 
For acquiring conceptual understanding, on 
the other hand, techniques such as eliciting 
predictions and explanations are useful, 
as is starting instruction with an engaging, 
concrete real-world problem.22
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A number of resources summarizing 
learning research can support efforts  
to identify the most appropriate 
instructional designs.23

Are there technology products 
that offer advantages for providing 
conditions that support this kind  
of learning?
Digital technology can support various 
kinds of learning. Technology can support 
the extensive practice with immediate 
feedback that is important for skill 
acquisition, for example, because it can 
offer an unlimited number of practice trials, 
generate immediate feedback after each 
response, and adjust difficulty level to the 
individual learner. To support learning 
factual content in a way that leads students 
not just to recall isolated facts but to build 
an understanding of a domain such as 
biology or geography, digital technology can 
provide an engaging real-world narrative 
or problem context with prompts for 
making predictions and giving explanations. 
Arguably, skilled instructors provide 
these kinds of conditions without using 
technology, but it is nearly impossible for 
an instructor to provide the ideal amount 
of practice with immediate feedback or to 
elicit thoughtful student predictions and 
explanations from every student in a large 
class. Technology provides scale. Potential 
adopters of a digital learning product 
should become familiar enough with the 
product being considered to know whether 
the experiences the product provides 
incorporate techniques known to support 
the kind of learning that is the goal of the 
technology adoption.

How good is the evidence of this 
product’s impact on learning?
After reviewing learning technology 
products and finding one or more that 
are a good match for the kinds of learning 
you’ve targeted, it’s prudent to look for 
evidence that use of the product has 
enhanced this kind of learning in the past. 
Reports of impacts may be available from 
curated independent repositories such 
as the U.S. Department of Education’s 
What Works Clearinghouse, from study 
reports in academic journals, or from 
journalistic accounts in newspapers or 
trade publications. Increasingly, education 
companies are also releasing reports 
containing evidence of product impact.*

Whether they come from a journalist’s 
account, an academic paper, or a 
government resource, conclusions or  
ratings about a technology-supported 
innovation’s impact or lack thereof should 
not be taken at face value. It’s important  
to delve more deeply into the basis for  
the impact claim to determine whether  
it’s justified and relevant to your  
own situation. Sorting through impact 
evidence claims can be confusing.  
We suggest several broad criteria for 
deciding how much weight to give a  
report regarding impact:

•    Strength of the study design. The design 
should rule out alternative explanations 
for improved outcomes, including student 
maturation, other changes being made at 
the same time the technology-supported 
innovation was introduced, and selection 
bias. (These design considerations  
are discussed further in the next 
section below.)

*   For example, Pearson, which supported this work,  
has been rolling out reports related to their products’ 
efficacy since 2011, and has committed to releasing 
independently audited efficacy reports on it  
products by 2018. 

•  Outcome relevance. If your goal for  
making a major change in instruction  
is to prepare students better to apply 
what they learn in future courses or 
work, research studies that measure  
only immediate learning impacts won’t 
tell you what you want to know.

•    Implementation similarity. Study results 
will be informative to the extent that the 
treatment group used the technology 
product in ways comparable to those 
you are planning in terms of duration, 
educator support, and ancillary activities

•    Contextual relevance. Every learning 
situation is unique in some way, but 
there are also similarities that cut across 
contexts and provide grounds for 
expecting some similarity in outcomes 
if the intervention is implemented 
in a comparable way. The degree of 
confidence we can have that impact 
findings will generalize will be larger to 
the extent that the students, instructors 
and settings in the research study are 
similar to those in your context.

•    Objectivity. A study conducted by 
the individuals or organization that 
developed the technology is more likely 
to report favorable results than one 
conducted by an independent third party.

As discussed above, disparate findings 
with respect to learning impacts in studies 
involving a learning technology product 
are the norm rather than the exception. 
Learning technology consumers need 
to identify the evidence most relevant 
to their own situation and to look at the 
preponderance of relevant findings rather 
than expecting a definitive “thumbs up” or 
“thumbs down” from the research literature. 
For newer products, of course, this will be 
much more difficult as there’s not likely 
to be much evidence regarding impact 
immediately available. In such cases,  
there is an especially strong rationale  
for trying out the use of the product in  
a few classrooms or schools to generate 
preliminary impact evidence prior to 
implementation at scale, an idea we  
discuss further later on in this report.

How well does this product match  
to circumstances in the settings  
where it will be used?
Technology selection needs to include a 
frank appraisal of the technical and human 
infrastructures for software implementation. 
It’s obvious that a Web-based product that 
requires considerable bandwidth places  
demands on the network connections of 
education institutions and classrooms.24  
Planners should check that there’s an 
adequate supply of functioning hardware 
that meets the product’s software 
specifications. Any needed upgrades to  
the technology infrastructure and technical 
support capabilities should be in place 
before instructors are asked to use the 
technology product with their students.

Plan: Getting 
consistently positive 
impacts from the use  
of learning technology 
requires attending to the 
multiple aspects of the 
instructional system
We have made the case that learning 
technologies should be thought of as one 
component of a broader instruction system 
or innovation. For this reason, preparation 
for using a new technology requires 
planning out the whole system, not just 
making a technology purchase decision. 
In our research, we have identified five 
essential pieces for an effective learning 
technology implementation that should  
be covered in the implementation plan:

•   Leadership support;
•    A technology infrastructure that can 

supply adequate and reliable access  
to the technology without undue  
dropped connections, system crashes,  
or unacceptable load times;

•    Time within the schedule for all students 
to receive the recommended “dose”  
of learning technology use;
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•    Alignment between learning materials  
and activities, technology-based  
or otherwise; and

•    Role articulation, training, and  
ongoing support for educators.

If any of these elements of implementation  
is not sufficiently in place, the likelihood  
of a significant positive impact declines.

Leadership support is important because 
education leaders are in a position to garner 
needed supports for the innovation, such 
as time for instructors to be trained on how 
best to use it or any needed equipment.  
They also are in charge of other policies  
and practices which may either support  
or hinder instructors’ ability to implement  
the technology-supported innovation.  
The required technology infrastructure 
is an obvious prerequisite, but we have 
found that individuals making decisions 
about learning technology adoptions are 
sometimes unaware of issues such as 
the number of school computers that are 
inoperable or the impacts that district 
firewalls or simultaneous use of the Internet 
in a large number of classrooms can have 
on access to online resources.

Time requirements are another straight 
forward prerequisite for technology-
supported innovations that often gets 
overlooked. Planners should figure out 
how much time the anticipated use of the 
learning technology will require, including 
time for shifting to technology use (which 
may require students to move from 
classrooms to computer labs or to check 
out laptop computers). These requirements 
then need to be considered in light of 
other activities and innovations the same 
instructors and students are expected to 
execute. A 50-minute grade 7 English class 
in which teachers are required to have 
students do 15 minutes of silent sustained 
reading every day is not going to be able  
to implement writing instruction software 
with activities that can’t be completed  
in less than 40 minutes, for example.

A more subtle but equally important 
consideration is alignment between the 
content and instructional philosophy 
behind the learning software and those of 
other instructional resources students will 
use and the methods employed by their 
instructors. Incompatibilities can occur 
in the way in which content is presented 
in the software and in the instructor-led 
portions of a blended course. For example, 
mathematical operations on positive 
and negative rational numbers can be 
introduced using a number line or through 
teaching a set of rules for the order of 
operations in a linear equation. If the 
students’ textbook uses one approach and 
their learning software uses another, they 
may not even realize that they’re doing the 
same thing in both contexts. Students do 
better when they see links between their 
learning experiences with the software 
product and other things they’re doing in 
class. Educators can help identify these  
links, but only if they themselves are  
familiar with the software.

Finally, the implementation plan should 
identify who will do what in terms of 
preparing for and implementing the 
technology-supported innovation.  
Teachers will do better incorporating 
learning technologies into their classes 
if they have received training on those 
technologies—not just the mechanics  
of using the software, but recommended 
instructional practices as well. It’s also 
important for planners to take into  
account the amount of time instructors  
will need to spend preparing for technology 
implementation (for example, entering  
class rosters or their own content into  
the system). In general, the bigger the  
change required to existing practices and 
organizational support systems, the more 
time and support implementing a new 
learning technology is likely to require.25

Execute: Implement the 
plan and track progress
When a technology-supported innovation  
is a major investment, education leaders are 
often tempted to evaluate impacts after just 
one semester or year, trying to demonstrate 
success quickly to their stakeholders.  
Often, these early results are disappointing.

This timeline for evaluating impacts is  
not consistent with the extended process 
we have described for supporting 
fundamental changes to teaching and 
learning practices. Moreover, there’s no 
point in trying to evaluate the effectiveness 
of an instructional system that was never  
really implemented as designed 
Unfortunately, the evaluation literature 
is replete with examples of learning 
technology initiatives with poor or limited 
implementation. For example, in 2001  
a large American school district spent  
over $60 million on a combined hardware 
and software product to teach early reading  
skills.26 The software was intended as a  
supplement to the core reading program  
for kindergarten and grade 1. 
Implementation of the reading software had 
to compete with that of the mandated core 
curriculum. System data later showed that 
kindergartners got less than half of the time 
with the software they were supposed to 
and first graders got less than a third  
of the recommended time.27

It’s important to be aware and make 
allowances for school or district policies 
that are incompatible with the intended 
implementation practices for the new 
technology. In the case of the early reading 
system implementation described above, 
evaluators examined the district-mandated 
time for literacy instruction, class sizes, and 
the number of computers in classrooms. 
They found that in many classrooms it 
would have been literally impossible for 
all students to get the recommended 
time using the learning software during 
the available literacy instruction block.28 
Such incompatibilities should have been 

identified in a planning stage like the one  
we described above. But in any case,  
it is beneficial to couple execution of the 
implementation plan with measurement 
of the extent to which critical elements 
of the plan are being put in place in each 
participating school, department,  
or classroom. 

Ascertaining the extent to which these 
features are present in each of the 
settings where the learning technology 
undergoing evaluation is being used 
is good practice. If resources permit, 
collecting quantitative measures of these 
aspects of implementation (for example, 
through system log data and structured 
observations or surveys) can be useful 
during implementation to spot classrooms 
and schools where troubleshooting is 
called for. The data also can be useful after 
implementation to help make sense of 
observed differences in learning impacts.

Evaluate: Use data 
to make judgments 
about the technology-
supported innovation
Because the results of a technology-
supported innovation typically vary from 
context to context, an institution adopting 
it should evaluate its success as they have 
implemented it with their own students. 
The remainder of this brief will discuss 
a number of evaluation options at some 
length, but here we note three prerequisites 
that apply to all of them:

•    Goals. Being clear about the key outcome 
or outcomes the innovation is targeting 
(for example, to improve students’ ability 
to critically analyze the arguments made 
in historical texts) is the first prerequisite. 
You won’t be able to measure progress  
if you’re not sure what outcome you’re  
trying to attain with the technology-
supported innovation.
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•    Measures. Beyond knowing the 
instructional goal, decision makers need 
to figure out how they’ll measure whether 
or not the instructional system achieves 
that goal. Hopefully, the software itself 
incorporates learning assessments and 
provides data on student performance 
on these assessments over time. But 
we recommend supplementing any 
measures internal to the learning system 
with a measure of the target skill outside 
of the learning software product itself. 
In the case of the example of critical 
analysis of historical texts, a compare-
and-contrast essay assignment that could 
be administered both to students who 
have used the software and to students 
who have practiced this skill through 
other kinds of activities could serve  
as the external outcome measure.

•    Research questions. Individuals involved 
with the technology-supported 
innovation are likely to have many 
questions about how and how well 
it works. The may want to measure 
its impact, which requires comparing 
outcomes for students experiencing the 
innovation with those of comparable 
students experiencing some alternative 
form of instruction. Alternatively, they 
may be more interested in understanding 
which components of the innovation 
were difficult to implement and why they 
were difficult. There are never time and 
resources to answer all possible research 
questions, and decision makers need  
to set priorities. 

If a major investment is to be made in  
a rigorous study of impact, then, it should 
be timed to coincide with program 
designers’ expectations of how long it will 
take for strong results to be demonstrated. 
This does not, however, suggest that all 
research should be delayed until after the 
initiative has matured. Instead, research 
methods should be selected to align with 
the stage of implementation they are meant 
to inform. As educators are beginning 
to try out learning technology tools and 
experiment with new opportunities 
for instruction, methods that are more 
deliberately informative to ongoing practice 
can be a powerful support to evolving 
success, as we will describe below.
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Evaluate: 
Choosing the 
right method

An Improvement 
Science Approach to 
Evaluation
Although many people think of evaluation  
as a summative judgment of efficacy,  
it can also be an essential part of 
continuous improvement efforts. A fifth 
phase can be added to the four described 
in the last section: Refine the technology-
supported intervention by using evaluation 
data to improve the technology and/or 
implementation practices.

Anthony Bryk, Louis Gomez and colleagues 
describe such an approach.29 “Improvement 
science” teams pair educators with 
researchers to conduct a series of short, 
targeted studies, each with a well-defined 
goal appropriate to the stage of adoption. 
These iterative cycles use research to 
inform and support the change process for 
instructors and systems. Instead of asking 
about impact (“How well did it work?”), 
improvement science asks “What is the 
next challenge we need to solve?” The aim 
of improvement science studies is to refine 
implementation practices in ways that lead 
to better outcomes than obtained on the 
last iteration. These studies are not intended 
to provide the kind of evidence that would 
help you decide whether or not a learning 
technology is worth implementing. But 
they can be used to help you decide how 
to implement it better. The developmental 
mathematics Pathways work led by the 
Carnegie Foundation for the Advancement 
of Teaching provides a concrete illustration 
of this approach. (see "Measuring Efficacy" 
case study on next page).

For research that supports a continuous 
improvement process for implementation 
of a technology-supported innovation, a 
number of considerations are important:

•    Focus on the important problem to  
be solved. Is this a program to assess 
low literacy levels? Is summer school 
experiencing low success rates and 
high cost? Each improvement cycle is 
conceived as a step toward a clearly 
stated, measurable long-term goal

•    Attend to leading indicators. Of course it  
is important to have a clear and agreed-
upon measure of the long-term goal 
(e.g., test scores or student retention 
rates) from the beginning of the initiative. 
But because those long-term successes 
may take some time to emerge, it is 
important to describe and track initial 
and incremental outcomes. If we adopt 
a blended learning program, we might 
not see test scores improve in the first 
semester, for example, but a more 
immediate outcome could be the  
changes in teaching practices the  
program is supposed to catalyze.

•    Success requires more than the software. 
As we have described, other essential 
ingredients of implementation include 
articulation of the new practices 
expected of educators and provision  
of supports for educators to learn 
them. One or more improvement cycles 
might, for example, attend to the design 
of the professional development that 
instructors receive with the initiative  
or the removal of barriers to adoption  
of those new practices.

•    Consider the use of system data. Many 
learning technology systems provide 
a host of data about student learning 
paths and behaviors as well as tracking 
outcomes. Thoughtful incorporation of 
these data into improvement cycles can 
help instructors understand whether 
some students are not engaging with 
the learning software frequently enough 
to attain their learning goals or whether 
they are interacting with the software 
in productive or nonproductive ways. 
System data can reveal, for example, 
how much time different students spend 
trying to work out a problem before they 
ask the learning system for a hint. Such 
data can inform not only immediate 
instructional decisions but also the 
design of human supports that can help 
students engage more productively.
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Pathways: An 
Improvement  
Science Approach  
to Evaluation
In American community colleges, the typical 
“developmental mathematics” courses 
that more than half of community college 
students must take are notorious barriers 
to degree attainment for students who have 
not previously qualified for college-level 
mathematics. While estimates vary, one 
study of 57 colleges found that only 31% of 
students who were assigned to a sequence 
of developmental mathematics courses 
successfully completed that sequence 
within three years.30 With such poor course 
success rates, developmental mathematics 
is a major obstacle to the postsecondary 
progress of vast numbers of students.

To address these egregious concerns, 
a networked improvement community 
was formed in 2010 among researchers, 
led by the Carnegie Foundation for the 
Advancement of Teaching and the Charles 
A. Dana Center at the University of Texas, 
and educators from 28 community colleges. 
This improvement community engaged in 
iterative cycles of research, development, 
and refinement to develop two blended 
courses, Statway® and Quantway®, 
intended to support students through  
a developmental mathematics trajectory  
in a single year. 

As a first step, the collaborating institutions 
worked on unpacking the problem: what 
was holding students back from graduating 
that could then become specific targets for 
improvement? Based on prior research, 
the team identified students’ doubts about 
themselves as able mathematics students 
as one of several primary inhibitors of 
success for the population of students 
enrolled in developmental mathematics 
courses, and a focus on “productive 

persistence” as one of the frameworks that 
would guide program design and instructor 
interactions with students. As a result, the 
program featured deliberate treatment of 
the psychological aspects of engagement 
in mathematics, such as the relationship 
between intelligence and effort, following 
the work of Carol Dweck. 

This hypothesis was then tested in 
a number of rapid classroom-based 
experiments at the various participating 
community colleges. For example, in one 
study students who read an article about 
the ability of the adult brain to learn based 
on effort were twice as likely as peers in a 
comparison group to complete  
the course; these students on average  
also achieved a significantly higher  
grade point average.

Targeted and tested design elements 
such as this seem to have contributed 
to a successful program. Overall, 56% 
of Quantway students completed their 
developmental mathematics requirement 
and earned a college mathematics  
credit in just the program’s first semester, 
compared to 21% of their same-college 
peers in different developmental 
mathematics programs that completed the 
requirement in a full year. Statway students 
were similarly dramatically more likely than 
past developmental mathematics students 
at the same institutions to have earned a 
college mathematics credit within a year  
of continuous enrollment.31

Evaluating Impacts
The approach of iterative short-cycle research described above  
is appropriate for refining implementation models over time.  
In some cases, that kind of small-scale work integrated into  
ongoing practice will be all that is required. But in the case  
of large-scale learning technology innovations, there is often  
a need for summative reporting to stakeholders (“the $2 million 
in taxpayer money invested in new computers, software, and 
wireless access resulted in . . . .” ). Rigorous studies of impact 
are appropriate also in advance of high-risk decisions to take  
a new instructional system to very large scale or to make  
it mandatory. 

Below, we introduce several types of impact studies that are 
commonly discussed in connection with learning technology,  
and offer some pointers to important design features. 

Credible impact research requires use of a comparison  
or control group. 
Examining outcome measures (such as course grades or 
scores on a final examination) is a necessary but not sufficient 
aspect of evaluating impact. Looking at these measures solely 
in classes that are using a particular online or blended learning 
model does not help to understand how much of the learning 
that students exhibited after experiencing the technology-
supported innovation can be attributed to that innovation. 
Presumably, students would still have learned something if they 
were in a class on the same topic that used different methods 
and tools. Is a 10% increase on an assessment from the 
beginning to the end of the semester more or less than  
these same students would otherwise have achieved?

For this reason, impact studies compare student outcomes  
in treatment classes (that are experiencing the new program 
involving learning technology) to those in comparison or control 
classes that represent the type of instruction students would  
have been exposed to if the program had not been available.  
The performance of students in these latter classrooms 
is intended to approximate the types of outcomes that 
treatment students would have achieved with “business as 
usual” instruction. The challenge addressed by rigorous impact 
research design is that, because it is not possible to turn back 
the clock for these same students, the outcomes for different 
students in a control condition serve as proxies for what the 
outcomes of the treatment group students would have been 
without the new program.

More Info
For readers interested 
in additional 
information about 
rigorous evaluation 
design, there are 
many comprehensive 
resources available. 32
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The strongest method for 
establishing equivalence between 
treatment and comparison groups 
is to randomly assign students, 
instructors, or schools to treatment 
and comparison conditions. 
True experiments (sometimes called 
randomized controlled trials or RCTs) 
produce stronger evidence of causation 
because random assignment can be 
presumed, on average across a large 
enough number of cases, to eliminate 
selection bias. That is, if each of 300 
students signed up for introductory biology 
is assigned by chance to either experience 
the new technology-supported version of 
the course or to experience the traditional 
version, we can assume that on average 
the two course versions will have pretty 
much the same proportion of females, 
high-achieving students, English language 
learners, and so on. (Although it’s still 
a good idea to check that the random 
assignment achieved this outcome.) To 
support high-risk decisions, where the 
consequences of a bad learning technology 
choice would be very serious for students 
and there is little prior evidentiary backing 
for the technology-supported program, 
RCTs are the preferred method.

However, large-scale random-assignment 
experiments are not always practical 
because they can be costly (in terms  
of both resources and time) and require 
conditions that can be challenging to 
arrange. For example, random assignment 
of students to course sections in which 
much of the learning  is done online or to 
traditional classroom-based course sections  
can be unacceptable to institutions wary 
of forcing students to learn in an online 
environment if they don’t wish to do so.  
In these cases, there are alternative 
approaches.

Fig. 3 How does a randomized control trial work?

Control Group Intervention Group

3.   The results show whether the 
intervention has had an impact 
or not, and which participants 
it has impacted. In this diagram 
affected participants are green.

2.   The trial runs for a period of 
weeks or months and at the 
end, outcomes are measured 
simultaneously in both groups.

1.   Each individual taking  
part in the trial is randomly 
assigned to one of two sub-
groups. These are called 
the 'control' group and the 
'intervention' group.
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Alternatives to random-assignment 
experiments can be credible if they 
do a good job of demonstrating 
the equivalence of treatment and 
comparison groups before the 
implementation. 
Where randomized experiments are  
not practical or desirable, a well-designed 
quasi-experiment is a common alternative 
that can provide reasonably compelling 
evidence of effectiveness. Instead of 
randomization to insure the treatment and 
control groups were equivalent  
before the former group was exposed 
to the new instructional system, these 
methods use pre-tests (measures of the 
competency that the initiative is trying to 
improve) or predictive data from student-
level administrative records (such as 
student demographic characteristics  
and prior achievement) to ascertain to the 
extent possible whether students in the 
treatment and comparison groups were 
equivalent at the outset. To the extent 
that the two groups were equivalent prior 
to instruction in terms of all the variables 
that might influence the learning outcome, 
a case can be made that differences in 
outcomes can be attributed to the new 
technology-supported instructional system. 
Where there are pre-existing differences 
between the two groups, these may be 
controlled for statistically, provided they  
are not too great in magnitude.33 

In designing quasi-experiments, it is 
important to do as much as possible to 
mitigate selection bias: that is, pre-existing 
differences between the two groups of 
students and instructors being compared. 
Quasi-experiments contrasting volunteers 
(students, instructors, or schools) with 
nonvolunteers are always open to criticism. 

Even if the two groups appear similar 
in terms of their backgrounds and prior 
achievement, questions may arise as to 
whether the teachers who sign up for the 
new program are instructional innovators 
in other respects, or whether students who 
choose a technology-supported version of  
a course are more or less motivated 
learners than their peers.

Research designs without an 
equivalent comparison group or an 
objective learning measure cannot 
provide credible evidence of impact. 
Less costly but less rigorous research 
designs include measuring gains from 
a pretest to a post-test for students 
experiencing the technology-supported 
program only or collecting student 
and instructor satisfaction ratings and 
perceptions of how much they learned. The 
problem with the first of these approaches 
is that we would expect students to learn 
something from the beginning to the end of 
the course, and without collecting data on 
a comparison group we can’t tell whether 
or not the technology-supported program 
is an improvement on standard practice. 
The satisfaction rating approach falls short 
because such ratings do not have a strong 
relationship to learning impacts.34 
Nevertheless, instructor and student 
satisfaction are important considerations 
in their own right, and in low-risk cases 
such as the implementation of a technology 
product as a supplemental resource rather 
than a major part of the course, or as part 
of the more formative stage of research 
described earlier, they can be useful.

The Advantages  
of Starting Small
Researchers who have studied 
improvement processes in schools and 
colleges advise “starting small and learning 
fast.”35 In other words, it is usually desirable 
to introduce a new instructional system on 
a small scale and measure its results before 
moving to wide-scale implementation. This 
insight is just as relevant to the introduction 
of new learning technologies as to other 
educational innovations. By starting small, 
an education system can confine any 
negative consequences of introducing 
the innovation—either poor outcomes 
or unanticipated side effects—to a small 
number of students and instructors. 
Further, data can be collected from the 
small-scale trial and used to refine the 
new instructional system before it is 
implemented more broadly. In addition, the 
organization and staff members involved in 
the small-scale trial will develop insights and 
expertise that can benefit others when the 
innovation is rolled out more broadly.

The University of Maryland University 
College’s approach to trying out new 
software for its Introductory Statistics 
course demonstrates this approach. UMUC 
offers instruction entirely online in the form 
of eight-week courses. Roughly 13,000 
students take Introductory Statistics each 
year from as many as 75 different online 
instructors. When UMUC became interested 
in trying out the Online Learning Initiative 
(OLI) Statistics course, it did not adopt the 
courseware for all its statistics classes. 
Rather, it had just three instructors use the 
courseware in a handful of course sections 
so that it could examine student outcomes 
with OLI Statistics and compare them to 
those of students in other sections of the 
course. One of the instructors for this small-
scale test, who had previous experience 
using OLI Statistics in another course,  
was able to prepare materials on how  
to use the courseware that she shared  
with the other two instructors in the pilot.  

If UMUC does go forward with a systemwide 
adoption of OLI Statistics, it will go forward 
with insights developed from the pilot study 
and with three instructors experienced with 
using the software who can help mentor 
other statistics faculty on how to use the 
learning technology to best advantage.

Rapid Lightweight 
Learning Technology 
Evaluation Approaches
The speed with which blended learning 
models tend to evolve can be a challenge 
for lengthier methods that rely on well-
defined, steady conditions. Because of 
these and other specific requirements, 
experiments should be undertaken with 
careful consideration of the institution’s 
implementation readiness, available 
resources, and practicalities. Sometimes 
experiments simply won’t be appropriate, 
and other, more "lightweight" experiments 
can be used. 

The software industry often employs a kind 
of random-assignment experiment known 
as A/B testing to compare two different 
versions of the same technology product 
(version A and version B) by randomly 
assigning users to one or the other version. 
Historically, A/B testing has its roots in 
market research, such as for comparing 
the sales or click-through results of two 
user interface designs or two versions of an 
advertisement. But increasingly it is being 
applied to digital learning research and 
development, and online learning resources 
that attract many users can run A/B tests 
comparing alternative versions in a short 
amount of time. 
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The Khan Academy, for example, reports 
that it attracts enough users to run an 
adequately powered A/B test in a matter 
of hours. In A/B tests involving smaller 
numbers of users, user characteristics and 
prior achievement matter more, but rapid 
experiments are still possible. At the Center 
for Advanced Technology in Schools at the 
University of California, Los Angeles, for 
instance, researchers ran 20 randomized 
controlled trials over an 18-month period  
to test various theory-driven hypotheses 
about learning game design.36

Providers of popular learning platforms 
have additional options to harness 
technology for conducting rapid tests of 
learning impacts. A pioneer in this field 
has been PowerMyLearning, a nonprofit 
organization based in New York City. The 
free PowerMyLearning Connect platform 
hosts scores of learning applications from 
multiple sources (such as Khan Academy, 
BBC, Starfall, and PBS) keyed to specific 
learning objectives. Seeking a cost-effective 
way to find out which learning applications 
are most effective, PowerMyLearning began 
setting up rapid online experiments in 2014. 
Each experiment is a “horse race” between 
two applications targeting the same learning 
outcome. When students enter a “Mission 
Module” on PowerMyLearning Connect, 
they are assigned at random to experience 
digital learning application A, to experience 
digital learning application B, or to simply 
proceed to the post-test. Since a large 
number of students are randomly assigned 
to condition, it is assumed that their average 
achievement level prior to the experiment 
is equivalent and average post-test scores 
can be compared between students 
experiencing learning application A and 
those experiencing learning application B. 

Another approach has been championed 
by the Office of Educational Technology 
(OET) within the U.S. Department of 
Education. OET wanted to make it possible 
for school districts to conduct rapid, low-
cost evaluations of learning technology 
products. The strategy they are trying 
out involves linking learning system use 
data to the longitudinal student data 
records that districts maintain. In this 
way, districts can see whether students 
exposed to a particular learning software 
product perform differently on district 
and state achievement tests than do 
students who do not use the product. In 
carrying out this work for OET, the research 
firm Mathematica Policy Research has 
suggested that school districts could use 
a lottery to determine which schools, 
classrooms, or students get to use a 
new learning technology in its first year, 
in effect creating a random-assignment 
experiment. Alternatively, every student 
or teacher in the district could be given 
access to the new learning technology, but 
only a subset chosen at random would 
receive encouragement or “nudges” to use 
the technology, creating something like a 
randomized controlled trial assessing the 
impact of different product usage levels. 

Self-Assessing the 
Rigor of Your Planned 
Summative Evaluation
Education systems seeking a rigorous 
design for summative evaluation of their 
technology-supported intervention should 
ask themselves whether their design meets 
some basic requirements:

•    Does the research compare treatment and 
comparison or control groups? Often, the 
comparison will be between classes that 
use the software and a “business as usual” 
condition. Alternatively, two different 
innovations can be compared

•    Is the sample size large enough to be 
meaningful? The smaller the sample, the 
more likely it is that results for one or two 
extreme individuals or classes will affect 
the average unduly. Moreover, the larger 
the sample, the smaller the effect your 
study can detect. Except when students 
are assigned to treatment and control 
groups, the total number of students 
participating in the research is not the 
critical aspect of sample size. If teachers 
are recruited for the study and assigned  
to conditions, it is the number of 
teachers. If schools are assigned to 
conditions, it is the number of schools. 
The size of sample you need depends 
also on factors such as the amount  
of diversity in the population you want 
to generalize to and the size of impact 
you’re interested in measuring.

•    Is there a common performance measure 
for both treatment and comparison groups? 
If software-based measures are used for 
outcomes in the treatment group, often 
no equivalent measure is available for the 
business-as-usual classroom, precluding  
a comparison of outcomes.

•    Is there a common measure of proficiency 
prior to instruction? A pretest measure 
is the best control for pre-existing 
differences that influence the post-test. 
With both pre- and post-test scores, 
researchers can look at gains over a 
defined period of time. If a pretest on the 
same content covered in the post-test 
is not available, it is still useful to use 
another measure of prior achievement 
(such as score on the prior year’s state 
achievement test or grade point average) 
in the analysis.
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Comparison of outcomes across conditions can tell you if the use  
of a technology-supported instructional system had an impact  
on learner outcomes, but not how or under what conditions.
Because effectiveness is a result not just of a learning technology but also 
of other components of the instructional system within which it’s used, it is 
important to measure and report on these components as well as outcomes. 

If implementation processes were carefully planned, recorded, and monitored  
to inform designs and refinement of teaching practices, as recommended 
above, you should already have multiple measures of implementation. For 
rigorous summative research to have meaning, the contrasting conditions  
for which outcomes are measured should be described with at least the types 
of information on the groups being compared described in the table below.

Criteria Definition Comments

Role of the  
learning software.

Aspects of the course 
provided through the 
software and those provided  
by a human instructor. The 
software could have served 
as the primary source of core 
curriculum content, provided 
a practice or formative 
assessment environment,  
or offered supplemental  
or enrichment content.

Course outcomes and software
usage data need to be interpreted 
in the context of the role intended 
for the software.

Usage of learning 
software.

Amount of time learners spent
using the software. May be
measured in minutes, number 
of sessions, or number of 
completed modules.

If students only experience a 
learning technology for an hour  
a week, learning gains are harder  
to attribute to the software than  
if students used it every day.

Pedagogy  
in treatment and 
comparison classes.

The instructional approach 
used most often. Could be 
direct instruction (telling), 
skills practice, inquiry/
exploration, or collaborative 
knowledge building.

Typically, the potential for improved
outcomes is greater when the 
adoption of learning technologies 
is used as an opportunity for 
redesigning an entire course  
using learning science principles.

Retention rates 
for treatment and 
comparison groups.

Proportion of the students 
who started the learning 
experience remaining in it 
until completion or to the 
point when the post-test
was given.

If more lower-performing students  
drop out of the online course  
than the traditional course,  
class-average learning results  
will be artificially inflated for  
the treatment group.

The Piñata Game:  
When System Data  
Isn’t Enough
Internal system data can provide useful 
measures of implementation and student 
behaviors when interacting with particular 
designs. Internal data, however, can be 
misleading when viewed on its own. It 
can be powerful to pair appropriate use 
of internal system data with off-platform 
measures of context and use as well as 
external performance measures. Early 
development of an award-winning series  
of preschool games provides an example.

The Piñata Game was an early version of a 
game idea developed by content developers 
from the WGBH television station in Boston, 
Massachusetts, working with a team of 
researchers from EDC and SRI International. 
The game was intended to be an engaging 
opportunity for students to practice the 
core early math skill of “subitizing”: the 
ability to recognize the number of objects  
in a small set (for example, to recognize that 
there are 3 objects in a group). In an early 
prototype pairs of students were shown a 
small number of items, and challenged to 
“catch” with a virtual blanket any group of 
items falling from a piñata that matched  
the target set in terms of number  
(e.g., any group of 3). 

In testing this early version of the game, 
members of the R&D team noticed some 
pairs where one child anchored his or her 
index finger on one end of the screen and 
all the blanket movement was created 
by the other child, who moved his or her 
finger back and forth to catch objects or 
let them drop on the side of blanket. If the 
technology developers had looked only 
at the data captured automatically by the 
game, it would have appeared that the child 
who just anchored a finger was loafing and 
letting the other child do all the work. 

But because the team was actually 
observing and videorecording game 
play, they could see that, while this was 
sometimes the case, in other instances the 
child who was not moving his or her finger 
was actually doing most of the mathematical 
thinking. As each set of objects fell out of 
the piñata, this child would say “Get it! Get 
it!” or “No, no, no!” while the other child 
handled the physical requirements of the 
task. In this case system log data would 
have looked identical (one child holding still, 
the other actively catching items) for two 
very different forms of student interaction: 
one in which the child who held still was 
disengaged, and the other where the  
child who held still was not only highly 
engaged, but was actually in charge  
of the mathematical thinking.
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Conclusion
It has become increasingly clear that the
question is no longer whether technology
will be used within education but rather
how best to leverage digital technologies
to enliven education, enhance student
outcomes, and make education practices
more efficient. These goals are attainable,
but not by pressing a button. Much of
the rhetoric around learning technology
effectiveness—both pro and con—suffers
from a basic mischaracterization of the
technology product per se as an 
intervention. We have argued that the 
intervention always includes more than 
just the technology components, and 
therefore that it doesn’t make sense to 
talk about a “proven effective” learning 
technology product outside the context 
of its use. It is important to understand 
the possible implementation models and 
support features that in combination 
with the technology product can achieve 
desired outcomes. We should expect 
getting consistently positive impacts 
from a technology-supported initiative 
to be challenging. But that challenge 
can be surmounted if we plan initial 
implementations carefully, try them out
first on a small scale, learn from multiple
iterations and refine the implementation
model and support system as we go.

We do not wish to leave readers with
the perspective that all digital technology
products are created equal and it's only
implementation that matters. There are
fundamental findings about learning that
have been replicated over and over.
Technology products based in this research
are more likely to have positive outcomes.
We know, for example, that learning
experiences that require students to 
actively process conceptual content and 
relate it to what they already know will 
produce more lasting learning than will
just putting factual information online  
for students to read.

The approach we present here entails
establishing a discipline of focusing on
student learning outcomes and 
accumulating evidence and using it in 
multiple iterations. It requires thinking 
systemically about desired learning 
outcomes and about student, instructor, 
and technology roles in instruction that 
can produce those outcomes. It calls for 
measuring as you go and for making mid-
course corrections. While the scope will 
differ, the basic principles are the same 
whether applying this approach to the 
individual classroom, the school, or an 
entire education system. The approach 
we’ve advocated is much more complex 
than picking a particular product and 
making a large-scale purchase, but we  
hope education systems will consider  
this approach not as a burden but as 
a golden opportunity to improve their 
effectiveness by leveraging technology.
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